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Agenda

Overview

Features of Db2 Al for z/OS
* SQL Optimization
e Distributed Connection Control
e System Assessment and Performance Insights

Requirements
* Requirement to run Db2ZAl
* Capacity planning
* Up and running experience

Beyond 1.5
* Q&A
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Product Releases and Feature Updates

2H 2018 Db2ZAl V1.1 SQL Optimization —Learning SQL patterns

1H 2019 Db2ZAl V1.2 System Assessment — out of box performance tuning recommendation
1H 2020 Db2ZAl V1.3 Distributed Connection Control — manage remote connections

2H 2020 Db2ZAl V1.3.1

« Self healing access path
* Dynamic IP support — IP address that are not yet learned
* RACF/MFA Security support

a. 1H 2021 Db2ZAl V1.4
e High availability support
e SQL Optimization dash board update
* Integration with vendor data (Query Monitor, etc) to drill down the exception analysis

€ 112022 Db22A1 VL5

. Application/user-id based filtering in DCC

High level application view in system assessment
Granular control of features

Db2 13 support

i



Db2 Al for z/OS

Enhance performance, reduce resource consumption and maintain Db2 for z/OS health
SQL Optimization

Create better access path by predicting likely SQL behavior (value of host variable, rows fetched, etc.)
Apply additional runtime optimization (better sort method or parallelism)

Automatically stabilized the dynamic queries and provide a capability to lock/unlock access path
Automatically self tune the access path

System Assessment

Leverage Al to learn what is normal and performs exception-based analysis based on the learned thresholds
Provide recommended actions to take for each exception based on Db2 SME knowledge

Provide the additional correlation information for each exception to speed up analysis

Automatically collect key performance information and visualize them to ease analysis in data sharing group level

Performance Insights (*new in v1.5)

« Interactive (real-time) Db2 performance analysis
- Integrates new application-level data
« Graphically driven with launch capabilities for deeper dives

Distributed Connection Control

Leverage Al to learn the distributed connection behavior to control the flood of connections and threads using Db2
profile function

Automatically learn and visualize connection and thread behavior
Create warning and exception alerts with additional connection/thread information

Cost reduction :
Automatic Access Path
Tuning, Statement
level access path lock

Performance &
Resiliency: Automate
performance analysis.

Productivity : Years of
experience embedded
within

Enhance resiliency in
Hybrid cloud

environment




What have other users seen ?

Large European Bank

Average transaction response time

18%

Average transaction CPU utilization

19%

40M online transactions executed in 3 hours
utilizing System Assessment
recommendation

Large European Bank

Overall elapsed time improvement

66%

CPU consumption

48%

“Just amazing to be able to
choose a better access path by
capturing host variables without
using the reopt parameter”

Utilizing SQL Optimization




SQL
Optimization




Leverage Al to Improve The Access Path Selection

Predict likely value of Host Actual number of rows fetched

Parallelism exploitation RDS SORT algorithm and
variable/parameter markers by the application p

memory allocation

® Db2ZAl predicts likely literal e SQL might qualify hundreds or e Learns from prior execution e Learns from prior SQL
values using models based on thousands of rows cost and turn on the statement execution and
historical usage e Application only fetches a parallelism safely adjusts sort algorithm

® Random Forest Algorithm to subset of the qualifying rows e Liner regression algorithm to ¢ DISTINCT, ORDER BY
predict program variable value (one screen) predict CPU time e Possibly more Z SORT

* Helps optimizer choose e Db2ZAl learns application exploitation if running on z15
different table join sequence behavior and adjusts access
and join methods path selection appropriately

e Liner Regression algorithm to
predict number of rows
WHERE C_CUSTKEY = O_CUSTKEY fetched by Application
AND L_ORDERKEY = O_ORDERKEY

AND C_NATIONKEY = N_NATIONKEY
AND O_ORDERDATE >="?

AND O_ORDERDATE < ?
AND C_STATE =?
GROUP BY ... ORDER BY ...




Db2Z7Al SQL Optimization Dashboard

IBM Db2 Al for Z/OS

= Connection:  DTEC492 v / SQL optimization

Overview SQL optimization

& R

SQL optimization dashboard

System assessment

All CPU consumers v Static statements

Distributed connections

Settings

SQL optimization progress

o

Status Actions to take now

15 » 3 a

Learning complete Rebinds to explore new access paths

36 ~ 0

In progress Rebinds to resolve access path regressidns
68

Baseline data collection

SQL optimization benefits

Benefits

2 7

Statements improved

109

Statements unchanged

Statistics

1%

Estimated avg CPU improvement

29 7

Regressions resolv

A

SQL scope settings S

Actions that
advance progress



Db27Al SQL Optimization Detail

IBM Db2 Al for /08
= Connection: DTEC492 v/ SQL optimization / Package: DSNDYNAMIC.DYNPKG / Statement: 8E44734539E0C643
ke Overview SQL optimization System assessment Distributed connections Settings
)

Hash 1D2: 8E44734539E0C643 Statement type: Dynamic

Available models: Parallelism, Program Variable

iy ——> Curguent access

Al learning automation Learning status ~ Statement CPU execution plot time/row (us)
Complete 120k
3 ok
.
Estimated Baseline access
o —_—
: 91% h
0 2
improvement ; i pat
stimated
. improvement
over baseline : N VA M A M WAL
2021-06-28 14:40 2021-06-28 15:22
Timestamp
m 1d 6h 3h
Access path metrics
Lock a good,
I [0  Access path ID Plan hash Models used Locked Status Avg CPU time/row (us) Avg elapsed time/row (us) First sampled timestamp
proven access
[0 CURRENTAP BC70918ACFC30F13 21/ T Improved (91.5%) CPU 7986.264 89789.172 2021-06-28-14.22.49.159030
path
[:| PREVIOUS AP BAEBD1230EB94DDC e 93771.120 134651.840 2021-06-28-13.59.02.606183

Access paths perpage: 5§ v 1-2 of 2 access paths

Last sampled timestamp

2021-06-28-16.26.36.698600

2021-06-28-14.11.35.212060

path using
IDb2ZAl model

List all AP history
Sampled count Action
163
50

1 v of1page < »



Customer POC #1) Access Path : Before Al / After Al

The query that selects the full parameter index instead of the empty parameter, thanks to Al

BEFORE

AFTER

DBZ SSID ==> TDR1l

1 ==> ATCOR
3 i ==> 2015-05-12-15.24_50_.€€3342
Total/Zyg => A

Type ==> DACKAGE Program ==> DFGMN2SZ

Inxsrxal Rake => 30-08-21  Inxexwal Time => 00:00:00

Elapsed Time => 01-17

Q -Visw SOL sext. T -Wisw JaRles/Indsxss, E -EsRAsAD, D -Vis Reaid

SQL_CALL SQL TIMEPCT CPUPCT INDB2_TIME INDB2_CPU GETPAGE

OPEN 12 S5S5.55% S5S5.57% 00:00.2570€4 00:00.074508 38€75.08
_ CLOsE 1z -00% -01% 00:00.000005 00:00.000008 0.00

FETCH 1z -00% -01% 00:00.000010 00:00.000008 0.00

B T L L L L SRR U AR R U R AR SRR P BOTTOM OF DATL ##wsdrdrdrdbdbabobobarararararan

-XB XFGINVI2 HYS(280123€4)
-CUSTOMER _NUM

-INVOICE_ID
-INVOICE_YEAR NUM
-CURRENCY_CODE

-XE

Total/Zyg => T DB2 SSID ==> TDAl

Program DFGMN252 Iyvpe ==> PKGE Statenment ==> 0001450
Cteken 1AC3855E165SCERBSO Sectian ==> 00001
Geidid ATCOR SQL Call Iype ==> OPEN
Yexrsign ==> 2015-05-12-15.24.50.€63342

Inkexval Daxe => 30-08-21 Time => 00:00:00 Elaps Time => 01-17 Samp => 100%

TABLE INDEX TE_SEQ_GP TE_IDX GP TE_LNK GP IS_GETP  IS_TBGETD
T_IEF_INVOICE_INFO XFGINVI2 5436 458652
T_IEF_INVOICE_INFO 0 458652 0
SYSSPTSEC_DRTZ DSNSPDXA 12 ]
SYSSPTSEC_DATZ 36 0 il
SPTR DSNSPTO1 12 &
SPTR 0 € il

e R A e ARk Rk ke kb ahkahkeve BOTTOM OF DATL % ¥ sdrdrdrdbdbabababaorararararan

DBZ SSID ==> TDR1l

1 ==> ATCOR
3 i ==> 2015-05-12-15.24_50.6€3342
Teotal/3yg => A

Type ==> DACKAGE Program ==> DFGMN2S52Z

Q -VWisw SOL sext. T -Wisw JaRles/Indsxss, E -EsRAsAR, D -Visd Rekaid

SQL _CARLL SQL TIMEPCT CPUPCT INDB2_TIME INDR2_CPU GETPACGE
_ OPEN 18 SS.71% S57.55% 00:00.002427 00:00.000243 g.22
_  CLOsE 18 .1c% 1.€0% 00:00.000004 00:00.000004 0.00
FETCH 18 -12% 1.20% 00:00.000003 00:00.000003 0.00

B L L L L AR U RE SRR R AR SRR AP BOTTOM OF DATL % ¥ st sdrdrdbdbaboborararorararar

_XB XFGINVIS HYS(64456311) BD(BP2)
_BUYER_CUST_NUM
_XE

Total/Zyg => T DB2 SSID

Program ==> DFGEMN252 Txxe. ==> PKGE Statement ==> 0001450
Croken ==> 1AC38S5E165CEBS0 Sestian ==> 00001
GRrilid ==> ATCOR SQL Call Iype ==> OPEN
Vexrsign ==> 2015-05-12-15.24.50.6€3342

Inkexrxwal Dake => 01-05-21 Time => 00:00:00 Elags Time => 01-17

TAELE INDEX TE_SEQ_GP TB_IDX_GP T2_LNK_GP IS_GETP  IS_TBGETP
T_IEF_INVOICE_INFC XFGINVIS 30 0
SYSSPTSEC_DATA DSNSPDXA 24 0
SYSSPTSEC_DATA 7z 0 o
SPTR DSNSPTO1 24 3
SPTR ] 3 0

e e R R Rk kA ke ks ke a ek ave BOTTOM OF DATL #*¥sdsdsdtdbdbababaraorarerararan




Distributed
Connection Control



Managing Inbound Network Traffic

* Db2 administrators lack the knowledge of remote application
behavior

“IBM must give me a better way to

protect Db2.”
* No protection from connection flooding and system level impact
« Db2 administrators lack the knowledge to set up Db2 “A misconfigured application property
mechanisms used to control connections caused us a multi million-dollar
* Setting connection controls too low can cause an application outage”
outage

* Setting connection controls too high reduces their effectiveness “If IBM doesn’t build the controls,
then we need to build it.”

Distributed Connection Control

« Automatically learns about connection and thread behavior

« |dentifies and resolves problems before they cause an impact

* Improve the visibility of your Db2 environment

« Uses learned behavior to identify why threads are getting blocked

* Profile recommendations to prevent connection flooding from
impacting other applications




DCC — Solution Overview

Analyze and Enable Protection:

Sopy
N——

IFCID 365 (location stats) and User initiates the “training” process User reviews training data.
411 (client application) or to analyze 365, 411/412 data, Discovers insight about applications. ) i
412 (client userid) collected generate recommended profiles. Reviews recommended profiles, User acjclva’.ces profiles
in Db2ZAl tables and edits if necessary. Protection is enabled.

Monitor and Troubleshoot:

N 7 &
v

IFCID 402 (Profile threshold) “Alerts” are raised in the Db2ZAl UL. User can view the “scorecard” to
data collected in Db2 table User receives an email notification. determine the appropriate response.
when profile thresholds
exceeded




Generating profile recommendations

Prioritize remote
applications

e HP, SP, and UA

Review and edit
recommendations

Select time range
that captures peak
workloads

Overview SQL optimization System assessment Performance insights Distributed connections Settings
Dashboard Training ‘ Profiles Priority details Alerts
Location Client application name Client user ID

4 items selected High priority @ Standard priority @ Unaccounted for @ | Cancel

[ -] Application name Description Transactions Actions
DB2JCC_APPLICATION 43810 HP

O DCCAPP0O1 3472 VA ©®

DCCAPP002 971 sP

O DCCAPP003 127 UA @

DCCAPP004 190 sP

DCCAPP005 190 SP

Training on Demand
Training period start

Date Time

05/16/2022 B8 10:30

Training period end

Date Time

05/23/2022 B8 09:09

Confirm

IP Address Domain Subsy C tion HWM Threshold Thread HWM threshold CONDBAT MAXDBAT Action
A~ | 0000 ® DB2A 10000 64 2 O

Current profile settings
Profile ID: ---
Status: ---

Attribute thresholds Current values Recommended values

Connection warning threshold - 60

s . ption threshold 75

Monitor all connection warning threshold 4933

Monitor all t hreshold - 6167

Monitor all thread warning threshold - 49

Monitor all thread ption threshold 62

X




Enabling profile
re C O m m e n d a t I O n S Overview SQL optimization System assessment Performance insights Distributed connections  Settings

Dashboard Training Profiles Priority details Alerts
Q Search SEGINNORN  Training on demand ~ +
. L]
TWO enad b I eme nt O pt|0 ns Training ID Training period start Training period end Training status ~ Startedby  Profile activation status Actions
e Warning onl —
_ & only . v ARBRRHE AT 202062225900 Warring ince ‘é\’xac’e”:t[gosn?;i':vheve
* Warning & Exceptions
v 2020-05-19-18.3459 2022-05-16 10:30:00 2022-05-19 18:3400 Warning vince [ Activate warnings and excepfions
Activate warnings only
v 2022-05-19-11.16.21 2022-05-16 10:30:00 2022-05-19 11:16:00 Warning vince
Retrain
v 2022-05-19-10.09.38 2020-04-20 12:00:00 2022-05-19 10:09:00 Warning vince
Delete
v 2020-05-17-0747.21 2022-05-16 10:30:00 2020-05-18 14:00:48 Warning Ve e HEE

Exceptions inactive



Monitoring Alerts

 Consolidated view of Profile alerts
e Ability to compare data from

training with data from

= t FYREC304
I Overview SQL optimization
Alert 22 details for Profile 2
Aert ID: 22
Product 10: JCC04220
IP address: ::0

Baseline start time: 2022-05-15 15:30:00
New evaluation start time: 2022-05-15 16:41:00

Scorecard statistics comparison

Connaction statistics Ce

Statistic Name

IBM Db2 Al for z/0S Q
Connection:  FYREC304 v/ Distributed connections
B Overview SQL optimization System assessment Performance insights Distributed connections Settings
)
Dashboard Training Profiles Priority details Alerts
Q Search Search LB Clientt... v PR Alerttype v PR Alertle.. v
[] Alert IDProfile ID Timestamp IP address Domain name Client ID Subsystem Type Threshold Alert level Alert count
D 41 34 2022-05-21 19:58:00 DCCAPPO001 DB2A THD 2 WARN 120
[:] 26 29 2022-05-18 15:27:00 DCCAPP001 DB2B THD 2 WARN 455
| ]
a e rt t I | I l e [:] 25 34 2022-05-18 15:27:00 DCCAPPO001 DB2A THD 2 WARN 572
|:] 24 21 2022-05-16 21:36:00 :FFFF:9.30.246.119 :FFFF:9.30.246.119 DB2B CON 5 WARN 5
B |:] 23 22 2022-05-16 21:36:00 :FFFF:9.30.246.119 :FFFF:9.30.246.119 DB2A CON 10 EXCP 1
https:/[9.30.128.40:5030 2 2022-05-16 16:41:00 =0 0 DB2A THD 41 WARN 5
:
/ Scorecard statistics comparison: 22
System assessment Performance insights Distributed connections Settings ConneCtlons receNed Comparlson
3]
Profile ID: 2
$SID: DB2A 5 225
Domain name: .0 %
Stop time: 2022-05-16 15:30:00 H
Stop time: 2022-05-16 16:41:00 g 15
g
2
§
v ¢ Thread statistics Thread termination & qu Prevent thread pool g O 750,
Delta(%) Action
4 0
DB2A DB28

27580 +10.

Group members

W Baseline value

New evaluation

18

Jo



DCC- Intelligent Dashboard for Monitoring Health and Best Practices

e Quick view to monitor stability of
inbound traffic to Db2

- High level view of DBATSs across View from a group perspective View each member
Db2 group members

=  Connection: FYREC33M ed connec = FYREC33 Buted connec
| B Oerview SQL optimization System assessment Performance insights Distributed connections Settings & Overview SQL optimization System assessment Performance insights Distributed connections  Setlngs
Dashboard ~ Traming  Profil
" e Dashboard Training Profiles
DBAT High Water Mark ;
g DBAT High Water Mark
""""" 2 T nd time Start date Starttime  End date End time
W00se an Optio 04/19/2022 =] 04/ =) oc anOplion v 94/19/2022 f
u Q n
MAXDBAT vs DBATSs in use high water mark MAXDBAT vs DBATs in use high water mark

= Total MAXDBAT

120
100
80
. == DB2B
v A—J\«:__\\//\\_/_‘/\/\ o
40
15:00 16:00 17:00 18:00 19:00 20:00
Apr 20, 2022

18:00




DCC- Intelligent Dashboard for Monitoring Health and Best Practices

Drill down to identify problematic applications Distributed Connections and Thread Usage Metrics
Find top 20 servers not Sysplex enabled S
Find top 20 servers not using secure connections
Find top 20 threads causing transactions to be terminated abnormally
Find top 20 threads not allowing pooling

Workload Balancing (WLB) © Secure Socket Layer (SSL) ©® Transaction Termination © Thread Pooling ©

18.6%\

1390/7477

62.6%

4684/7477

87.0%

12595/14483 ’

I SSL Connections [ Terminated normally
M No T I

44.1%

6382/14483

I Pooled threads

New visibility into application-level controls for DBAs L8 Comestons

Improved visibility into on how applications are performing
New application-based statistics and connection controls

Top 20 list X Top 20 user ID threads
Db2 group: DSNCAT
Db2 group: DSNCAT
Start data timestamp: 2022-04-19-21:34:00 — o
Start data timestamp: 2022-04-19 20:58:00 End data timestamp: 2022-04-20-21:34:00 oaon e
End data timestamp: 2022-04.20 20:58:00
Total in use thread by User ID - DB2A
20
Connections not using SSL - DSNCAT group 150
2600 1 = 1004
50
g 1950
g ol | | | n [ | [ ] - L _ _ L
VINCE USRT001 USRT009 SYSADM USAT003 USRTO04 USRT002 USRT005 USRT008 USRT007 USRTO008 USRTO10
E User ID
1300
Total in use thread by User ID across the group - DSNCAT
Ciick for details for IP address ::FFFF:9.30.97.26 30
6504 Connections : 2070
2254
. I [u 0 H : A L.
FFFF:9.30.128.40 FFFF.9.30.97.26 FFFF:9.30.246.119 FFFF9.30.247.108  FFFF:9.163.30.49 FFFF0.2114099 FFFF9.211.87.171
P address
ol - . e, st st
VINCE USRT001 SYSADM USRT009 USAT003 USATO02 USRT004 USRT005 USRT008 USRT007 USRTO008 USRTO10
User 1D




System
Assessment &
Performance
Insights




Too Many Metrics !

Vast amount
of data

Diminishing
Skills




System Assessment - Recommended Workflow

</ Define work periods (typically one time, or change if workload windows change)

5.1 Schedule training (typically one time; retrain only when workload changes significantly)
Schedule assessment or on-demand (typically scheduled to run once daily to process last 24 hour’s data)
Review assessment results (interactive visualizations, statistical summaries and recommendations)
Take recommended actions (e.g., configuration change - such as zparm updates, buffer pool updates, or hide exceptions)

Continue to review assessment results (use daily scheduled assessment results to refine and improve Db2 systems)

> Re-Train as needed (kick off another training when the system configuration and/or workload changes)




Exception Summary

IBM Db2 Al for z/0S Q 2
= Connection: DB1F v / System assessment / Assessment ID: 009327503-1-02
4 Overview SQL optimization System assessment Distributed connections Settings
o)
Exception details Exception tree Profile
Summary
Priority DB2P
Q Critical 2
A Highly recommended 14
Nice to address 10
% Hidden 0
Q_  Search metrics Ik Display columns v Assessment ID: 009327503-1-02 X v Hide/Unhide metrics +
Extra Record Excp Excp Excp max Metric Metric Metric Metric Metric50 Metric90 Metric95
Priority Metric name Subsystem info m:d count count pct Excp min tstamp tstamp min max mean stddev petl petl petl
~ 9 LOG_WRITE_UNAVAIL_BUFF DB2P NONE 1,439 1 0.069 2022-05-10 23:33:00 2022-05-10 23:33:00 0 3 0.002 0.079 0 0 0
Recommendations

« The log write process was delayed and update transactions had to be suspended because log buffers are full. This indicates either the output log buffer is too small to support the demand of write request, or active log write is delayed due to some issues such as disk slow down. Currently the Ol
« If this is due to expected workload increase and no disk issues are detected, then increase OUTBUFF size by 20%.

~ 9 STG_DBM1_AUX DB2P NONE 1,439 1,439 100 2022-05-10 23:30:08 2022-05-11 23:28:00 0.007 0.007 0.007 0 0.007 0.007 0.007

Recommendations

» This exception indicates auxiliary storage (in MB) was used for DBM1 address space at some point in time since last Db2 restart and up to this time. Paging can impact Db2 performance significantly including elongated elapsed time and CPU time as well as 'Not accounted' time in the transactic
* Review the correlation graph to see the usage of auxiliary storage stays flat. The available frames in the LPAR is shown as STG_REALAVAIL in the plot, and it is as low as 18,142MB. If there is no increase in auxiliary storage usage and there are enough available frames in the LPAR, it indicates th:
« Check system level paging in the RMF paging activity report and adjust the real storage allocation to avoid any paging in a future.

« If you observe the increase of auxiliary storage usage and the decrease of STG_REALAVAIL, examine the correlation graph to find if more numbers of threads are allocated as it may be the direct cause of paging. Other common causes of paging are a surge of memory requirements from the SVC

v A CPU_DDF_NON_ZIIP_RATIO DB2P NONE 1,439 58 4.03 2022-05-11 00:09:00 2022-05-11 23:15:00 0 100 62.55 26.4 53.52 100 100
v A CPU_DDF_TCB DB2P NONE 1,439 359 24.95 2022-05-10 23:38:00 2022-05-11 23:28:00 0 0.002 0 0 0 0.001 0.001
v A CPU_MSTR_TOTAL DB2P NONE 1,439 324 22.52 2022-05-10 23:49:00 2022-05-11 23:06:00 0.002 0.066 0.004 0.003 0.003 0.007 0.008
Items per page:| 5 v 1-5 of 30 items 1 v of 6 pages < 4
m




System Assessment Exception Tree

Interactive tree view for exception summary and deep dive

Exception details

Exception tree

Profile

Authorization

DDF

435 GBP_XI_HITRATIO
WORKDAY-NOON
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Read
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System Assessment — Exception Recommendations

« Recommendations specific to Db2 environment configuration (zparms, bufferpool, etc)

* Guidelines for specific changes, as well as pointers about other related metrics to investigate

— i

vt
/ Recommendation for exception GBP_WRITE_FAILED PRIM \

« A number of write failures to the primary GBP have occurred. This indicates that the data pages in the
coupling facility are being consumed faster by changed pages than the Db2 castout process can write back
to the disk. Db2 will retry the affected write after the castout, but this will impact the application commit time.
If retry continues to fail, the pages will be added to the logical page list (LPL) to prevent further access.

» Review the graph for GBP write, castout I/O, and write failures to see whether this is caused by a surge in
update (1/U/D) activity from batch or utility. If this is caused by the surge in update activity but an infrequent
occurrence, continue to monitor the exception and make sure castout is catching up.

« [f this problem occurs frequently, consider reducing or spreading the overall system activity, or decrease the
GBP castout thresholds (CLASST, GBPOOLT, GBPCHKPT). Currently castout class threshold (CLASST) is
set as (5, 0), group buffer pool threshold (GBPOOLT) is set as 30, group checkpoint interval (GBPCHKPT) is
set as 4 minutes.

« [f castout activity is happening frequently, then it is possible that disk performance is not catching up with

\ castout activities. Consider increasing the number of data entries in the (primary) group buffer pool by /

N adjusting the directory/data ratio, and/or increase the total size of the group bufferpool. S

S — —




System Assessment — Exception Plots with Correlations

* Interactive visualizations to understand and investigate system exceptions

* |dentify exception thresholds, timeframes for exceptions, correlations

I Select subsystems v ‘

CPU_MSTR_IIT By SUBSYSTEM_ID

CPU_MSTR_IIT - DBFF ( )

0.0127 1. 61 1
| 9 3
0.009 4 | | | 1.k o g 0.75 8
1 . ' o S
P: ‘  ”40 < o
. I
| Pl B

80y o 05
: I
o @) 0
0 - q <
| AV J
a0 = o 025 ¢
0 q 9

| '

1 | \_ J




System Assessment Exception and
Recommendation

@
=}
1

BP_REQ_REDUCTION

n
a
1

BP0

. BP16K0

//""'géﬁz
/ )BP3
/
) Group /,/ BP32K
/
/G )BP32K7

BP4

UBP5

Select subsystems S

BP_REQ_REDUCTION By SUBSYSTEM_ID

BP4: BP_REQ_REDUCTION - DBFF

0.4

PARA_GROUPS_EXECUTED (+99.6%)

DBPF

DBFF

Write castout

@

Read

Statistics Timestamp

3 BP_SYNCREAD_SEQ_PER_SEC

Recommendation for exception BP_REQ_REDUCTION

« Db2 detected that the parallel degree was reduced for a number of SQL statements using parallelism
due to a lack of buffer pool resources.
Review whether the parallel degree is too aggresive for the system, or if there are too many parallel
queries are executed concurrently. The maximum parallel degree should not be more than 2x the
number of zIIP processors assigned to the LPAR (or the number of general CPs if no zIIPs are
present).

« The maximum parallel degree can be adjusted via the PARAMDEG zparm, currently set as 0.

» Since PARAMDEG is not utilized yet, recommended to set the PARAMDEG with the value up to the
double of number of zIIP processors to limit the parallelism process and to reduce the stress to this
buffer pool.




Performance Insights — Top-Down Guided Analysis

* Reports to help in top-down performance analysis

CU Overview )

Application CPU Time

Db2 CPU Time
CPU Overview - Subsystem A
Application CPU Time
Db2 CPU Time - GP and zIIP
Db2 CPU Time - GP
Db2 CPU Time - zIIP
Db2 CPU Time - Total (Cumulative)
Db2 CPU Time - Total
Db2 Address Space CPU
Response Time - Overview A
Db2 Elapsed Time
Response Time - Subsystem ~
Db2 Elapsed Time
Commits
Db2 Time Distribution
Db2 Suspension Time
Db2 Suspension Events
Db2 Time Distribution Drilldown
Contention Details
1/0 Wait

Memory Usage - Overview v

mory Usage - Subsystem

Subsystems v

Total v

Overall Application CPU Usage ®

NOTE: Data currently displayed has been rolled up to 15 minutes interval. (more...)

14k

CPU_APPLICATION_TOTAL

08:00
Jun 8, 2022

Start date Start time End date End time

06/08/2022 B 06:00 06/09/2022 B 06:00 Apply time range

Total Application CPU

00:00
Jun 9, 2022

Assessment on demand +




Performance Insights — Top-Down Guided Analysis

* Drill-downs from data sharing to subsystem and connection type metrics

= Start date
Subsystems v Connection types v 06/08/2022 B8

Start time End date
CPU Overview A

Total v 06:00

06/09/2022

End time

i 06:00 Apply time range

Application CPU Time

Db2 CPU Time

Application CPU Time by Subsystem, Connection Type ®

CPU Overview - Subsystem A NOTE: Data currently displayed has been rolled up to 15 minutes interval. (more...)

Application CPU Time

Db2 CPU Time - GP and zIIP

Application CPU Time - DC1N

Db2 CPU Time - GP

Db2 CPU Time - zIIP 6000
Db2 CPU Time - Total (Cumulative)
Db2 CPU Time - Total 5000

Db2 Address Space CPU

Assessment on demand +

Q

Response Time - Overview A~
4000
Db2 Elapsed Time |
i
Response Time - Subsystem A ,Q
|
2 3000
Db2 Elapsed Time o
._4[
Commits o
Db2 Time Distribution 2000
Db2 Suspension Time
Db2 Suspension Events 1000
Db2 Time Distribution Drilldown
Contention Details
08:00 09:00 12:00 15:00 18:00 21:00 00:00 03:00
1/0 Wait Jun 8, 2022 Jun 9, 2022
Memory Usage - Overview v Timestamp

Memory Usage - Subsystem v




Performance Insights — Top-Down Guided Analysis

* Db2 suspension analysis for response time issues

Start date Start time End date End time
CRU Overview v Total v €D suosystems v Connection types v 06/08/2022 3 06:00  06/09/2022 [ 06:00 | Applytime range

CPU Overview - Subsystem v

Respense Time - Ovemen “ Db2 Time Distribution by Subsystem, Connection Type ®
Response Time - Subsystem A NOTE: Data currently displayed has been rolled up to 15 minutes interval. (more...)

Db2 Elapsed Time

Commits

Db2 Time Distribution CL3_OPEN_CLOSE 0.190859
Db2 Suspension Time

8601.987854

Db2 Suspension Events

Db2 Time Distribution Drilldown

Contention Details CL3_SYSLGRNG 0.022776

1/0 Wait
Memory Usage - Overview v CL2_ELAPSED 144418.969634 CL2_GP 13487.9

Memory Usage - Subsystem v

Local Threads - Overview v CL3_EXT_DEL_DEF 1.436705
Distributed Threads - Overview A

@
Connection type is: DC1N DIST

Distributed Thread - Overview CL1_SUSP_SPROC 3.167500 Ct2_zIIP 16976.21823

Distributed Threads - Subsystem A

Distributed Thread - Subsystem CL3_OTHER_SERVICE 1.96324(

CL1_APPLICATION 38697.408378

CL3_DRAIN 0.001184




Performance Insights — Top-Down Guided Analysis

 Multiple reports for a given timeframe for a thorough performance analysis

CPU Overview

CPU Overview - Subsystem

Response Time - Overview

Response Time - Subsystem

Memory Usage - Overview

Memory Usage - Subsystem

Local Threads - Overview

Distributed Threads - Overview

Distributed Thread - Overview

Distributed Threads - Subsystem

Distributed Thread - Subsystem

Tota

| v

AP Subsystems v

Overall Db2 Distributed Thread Usage ®

NOTE: Data currently displayed has been rolled up to 15 minutes interval. (more...)

DDF_CURR_DBATS

2500

2000

[y
w
o
o

[
o
o
o

500

Start date Start time End date End time
06/08/2022 B 06:00 06/09/2022 B 06:00 Apply time range

Assessment on demand +

@
Distributed Thread

s DC2N
= DC1N

Og:OO
Jun 8, 2022

09:00

12:00

15:00

18:00 21:00 00:00 03:00
Jun 9, 2022

Timestamp




Performance Insights — Drill Down to System Assessment and Distributed Connection Control

Overview SQL optimization System assessment Performance insights Distributed connections Settings
Start date Start time End date End time
CPU Overvi )
verview Total v P Subsystems v 06/08/2022 B 06:00 06/09/2022 [ 06:00 | Apply time range
CPU Overview - Subsystem v
Response Time - Overview v . .
Db2 Distributed Thread Usage © P ——
Response Time - Subsystem v NOTE: Data currently displayed has been rolled up to 15 minutes interval. (more...)
Memory Usage - Overview v Q
Memory Usage - Subsystem v Distributed Threads - DC1N
Local Threads - Overview v
Distributed Threads - Overview A | | | |
T T T T —— DDF_CURR_DBATS
Distributed Thread - Overview 2000 DCC - Top 20 List for Client Type = UserlD 35k —— DDF_HIGHPERF_DBATS
DDF_DBAT_CREATED_INTERVAL
Distributed Threads - Subsyst . . N
siributed Threads - Subsystem -~ DCC - Top 20 List for Client Type = Application DDF_DBAT_QUEUED
- 30k MAXDBAT
Distributed Thread - Subsystem DDF CONNECTION RCD
DCC - Top 20 List for Client Type = Location B - -
1500 o z DDF_CONNECTION_QUEUED
™ 25k & —— DDF_COMMIT_RCD_INTERVAL

n < =

g a z

[} [a) =

0 w SaL 2

[°4 % 20k :Z

5 T

31000 1000 %

I8 I

& N 15k &

(a] 0 (@)

a] W
10k
500 500
5k
Y, i
/_,_/\‘-, [ \\,, A \"-,‘/-\, A \\7 ) ) ;
0%:00 09:00 12:00 15:00 18:00 21:00 00:00 03:00
Jun 8, 2022 Jun 9, 2022

Timestamp




Performance Insights — Drill Down to Distributed Connection Control

* |dentify top applications contributing to distributed thread usage

Top 20 application threads
Db2 group: DSNC1NO
Start data timestamp: 2022-06-08 06:00:00
Members Type

End data timestamp: 2022-06-09 05:45:00
DC1N v Application name

Total in use thread by Application name - DC1N

6000 |

4500+
w
s Click for details for Application name DB2JCC_APPLICATION
@
= DC1N : 5020
= 3000

1500

0 || m | | | | | | | . | . | | | | | |
PRICEQUOTE25 PRICEQUOTE28 PRICEQUOTE21 PRICEQUOTE26 PRICEQUOTE20 PRICEQUOTE24 PRICEQUOTE23 PRICEQUOTE31 PRICEQUOTE22 PRICEQUOTE17

Application name




No charge service to experience one-day System
Assessment result using your production SMF data
without installing Db2ZAl

1) Determine the date & subsystem or Db2 group to be
assessed

2) Send the SMF 100/102 to IBM Db2 using standard case
and notify Db2 zAl team

3) IBM will run the in-house assessment

4) Attend the Webex session to review the assessment
results



S/W and H/W
Requirement




Db2 Al tfor z/OS — Logical View

Target Db2 (Group, subsystem) V12R1M500+

ZAl Ul login
users

Db2 workload (DDF, local threads)
ZAl SQL
procedure
Services

Db2 Address spaces
(MSTR,DBM1,DDF,IRLM)

ZAl System
Tasks

Db2ZAl Tables

*

SQL statistics, Remqte
execution, &zparm statistics
plan
information

Db2ZAl Ul and REST services

Spark services

WMLz Core
Services

Db2 (meta data,
config information)

ZAl Liberty Server (ZAILBTRY)

ZAl Node JS Server (ZAIND%)

Distributed
Connection SQL optimization

Control

System
Assessment

Db2ZAl user access management
Db2ZAl alert notification

Db2ZAl connection management




Db2 Al for z/OS 1.5 (HCOY150)

IBM WMLz 2.4 (HAQN240)
Embedded Node.js
Embedded bash 4.3.48

Spark (HSPK120)

Anaconda(HANA110) and MDS(HMDS12) are also included in
the package ( bundled) but no need to install

IBM 64-bit SDK z/0S Java (HJV800)
z/OS maintenance
Db2 for z/OS maintenance



Base product
Maintenance

Requirement

https://www.ibm.com/docs/en/
db2-ai-for-
z0s/1.5.0?topic=installation-
software-needed

Prerequisite

z/0S

Db2

Version

- 2.4 or higher, plus Product
Registration Services

or

- 2.5 or higher, plus Product
Registration Services

- 12 (either 5650-DB2 or 5770-AF3),
function level 500 activated plus the
APARs listed

or

- 13 (either 5698-DB2 or 5698-DBV),
function level VI3R1IM100 or later
activated plus the APARs listed

APAR or PTF

Forz/0S 2.4 apply the following PTFs:

- UI64830, UI64837, UI64839,
UI64940, and UI65567

Forz/0S 2.5 apply the following PTFs:
- UI64830, U164837, and U164940

Dbh2 12

- PHA0243, PHA3479, PHA4983,
PH36105, PH43916, PH41978,
PHA0041, PH45989, PHA6564,
PH46960, PHA7640, PHA7641, and
PH46962

Db2 13:

- PHA44814, PHA6031, PH46028,
PH46403, PH46603, PH46960,
PH47640, PHA7641, and PH46962


https://www.ibm.com/docs/en/db2-ai-for-zos/1.5.0?topic=installation-software-needed

Software and Hardware Requirement : Summary

Target Db2 (Group, subsystem) V12R1M500+

Factors influencing the capacity
SQL Optimization

Number of statements in scope (both static and dynamic
statements)

Number of packages in scope (static only)

Complexity of the statements

For dynamic statement — frequency of full prepare
occurrence (i.e. is the cache large enough to contain the
statements that are in scope)

SA/DCC

Numbers of members in a group

STATIME_MAIN subsystem parameter

Numbers of buffer pools and group buffer pools
Work periods

Number of IP addresses

Disclaimer:

Capacity projections are based on the performance measurements using standard IBM benchmarks in a controlled environment. The
actual capacity requirement or performance that any user will experience will vary depending upon many factors, including hardware
and software configuration, workload characteristics, types of Ul operations, concurrency, numbers of SQL statements in scope,
number of IP addresses connecting to Db2 members. Therefore, no assurance can be given that an individual user will observe results
similar to those stated here.

Minimum requirement
Target Db2 (server)

Db2 12 for z/OS V12R1M500 or later

ZEC12 or later

Additional 200GB disk space (Db2zAl tables)

Additional memory to support buffer pools

Each Db2 member (subsystem) requires 1-2 % of one GP, 4 to 8 % of
one zIIP for Data collection

Db2ZAl Ul and Rest Service (This does not need to be separate LPAR
from above)

WML for z/OS V2.3 or above

zEC12 or later

10 GB memory (for 20way SA assessment)

10-100 GB disk space

When system assessment executes assessment, it requires up to 2 zlIPs.
General requirement (without SA execution) is 1-2% of one GP. Each
Ul operation may add up to additional 1.5% of one GP.



Up and Running Experience

 Unclear documentation
* Requirement for pre-req products

e Download & install
anaconda/Python

* Installation & configuration in USS
/ outside of Db2z domain skills

* Security set up

Improved Db2zAl documentation

Requirement :
https://www.ibm.com/docs/en/db2-ai-for-
zos/1.5.0?topic=installation-software-needed

Step by step :
https://www.ibm.com/docs/en/db2-ai-for-
z0s/1.5.0?topic=installing-configuring-db2-ai-zos-solution

Redpaper: WMLz and Db2ZAl combined
https://www.redbooks.ibm.com/redpapers/pdfs/redp5643.pdf
Update for 1.5 in progress

Security setup example included ..

Assign development focal point to assist all the way


https://www.ibm.com/docs/en/db2-ai-for-zos/1.5.0?topic=installation-software-needed
https://www.ibm.com/docs/en/db2-ai-for-zos/1.5.0?topic=installing-configuring-db2-ai-zos-solution
https://www.redbooks.ibm.com/redpapers/pdfs/redp5643.pdf

C @& redbooks.ibm.com/abstracts/redp5643

IBM Redbooks Browse by Domain Vv Training v About Redbooks v

IBM Redbooks / Data and Analytics

Installing and Configuring IBM Db2 AI for IBM z/OS v1.4.0

An IBM Redpaper publication

& Redbooks Published on 21 July 2021, updated 04 January 2022

Installing and Configuring
IBM Db2 Al for z/0S v1.4.0
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Enabling PassTicket support for Db2ZAI

Last Updated: 2022-07-27

You need to enable RACF PassTicket support for Db2ZAI. Db2ZAI uses PassTickets for network security.

Overview

The RACF PassTicket is a one-time-only password that is generated by a requesting product or function. It is an alternative to the RACF password and
password phrase that removes the need to send RACF passwords and password phrases across the network in clear text.

Environmental scenarios

The RACF commands to be issued depend upon your particular Db2ZAI setup.

The three scenarios covered in this topic are:
— Scenario 1 - the metadata Db2® and the target Db2 are on the same subsystem.
— Scenario 2 - the metadata Db2 and the target Db2 are on different subsystems, but in the same RACF database.

— Scenario 3 - the metadata Db2 and the target Db2 are on different subsystems, and also in a separate RACF database.

Scenario 1 - the metadata Db2 and the target Db2 are on the same
subsystem

Issue the following commands. These commands are available in sample job h1lq.SCOYBASE (COYPTK1). This job must be customized and run by
the security administrator.

© Note: ACCESS (UPDATE) allows the generation of PassTickets. ACCESS (READ) allows the evaluation of PassTickets.

https://www.ibm.com/docs/en/d

SETROPTS CLASSACT(PTKTDATA)

b2-ai-for-zos/1.5.0?topic=db2zai- SETROPTS RACLIST (PTKTDATA)

SETROPTS GENERIC(PTKTDATA)

enabling-passticket-support

RDEFINE PTKTDATA <APPLNAME> SSIGNON(KEYMASKED(1234567890ABCDEF)) +

APPLDATA('NO REPLAY PROTECTION') UACC(NONE)

RDEFINE PTKTDATA IRRPTAUTH.<APPLNAME>.* UACC(NONE)

PERMIT IRRPTAUTH.<APPLNAME>.* CLASS(PTKTDATA) ID(<LIBERTY_OWNER>) ACCESS(UPDATE)
PERMIT IRRPTAUTH.<APPLNAME>.x CLASS(PTKTDATA) ID(<DIST_OWNER>) ACCESS(READ)

SETROPTS RACLIST(PTKTDATA) REFRESH



https://www.ibm.com/docs/en/db2-ai-for-zos/1.5.0?topic=db2zai-enabling-passticket-support

2023 and Beyond

2H 2018 Db2ZAl V1.1 SQL Optimization —Learning SQL patterns

1H 2019 Db2ZAl V1.2 System Assessment — out of box performance tuning recommendation
1H 2020 Db2ZAl V1.3 Distributed Connection Control — manage remote connections

2H 2020 Db2ZAl V1.3.1 Self healing, Dynamic IP and RACF/MFA
1H 2021 Db2ZAl1 V1.4 HA, SQL OPT Dash board, Integration with vendor data

1H 2022 Db2ZAl V1.5 Application/userid filtering in DCC, Performance Insights, V13

a 2023 & beyond Db2zAl as Al engine for Db2 engine and Db2 tools

Streamline SQL optimization to minimize the operational risk of access path updates

* Simplify access path management and proactively protect regression
* Integration with Query tuning services

* Exploitation of Db2 13 features and metrics
* Adaptive Db2

* Dynamic workfile management, Adaptive MAXDBATs, etc.

\Self healing and tuning - SQL workload and Db2 systems



Questions?

Akiko@us.ibm.com
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